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## Summary:

We derive the asymptotic expansions of the distributions of test statistics for overidentifying restrictions for a linear structural equation. We analyze two test statistics: one is associated with the limited information maximum likelihood estimator, and the other is associated with the fixed k-class estimator. We also apply two kinds of asymptotic expansions: one is the large sample asymptotics, and the other is the small-disturbance asymptotics. Therefore we obtain four resulting expansions of the distributions.
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1. Introduction

Anderson and Rubin (1949) proposed the likelihood-ratio statistic for testing the overidentifiability conditions on a structural equation In a system of simultaneous equations. The likelihood-ratio statistic is found to be equivalent to the smallest root of the determinantal equation in the theory of the Limited Information Maximum Likelihood (LIML) estimator. Anderson and Rubin (1950) found that $T \lambda_{\text {LIM }}$ (see 2.8) is asymptotically distributed as $\chi^{2}$ with $L$ degree of freedom. Here $L$ is the degree of overidentification of a structural equation, and $T$ is the sample size.

Basmann (1960) proposed that ( $(T-K) / L) \lambda_{L I M L}$ be compared to a Fisher's variance ratio distribution with $L$ and $T-K$ degrees of freedom ( K is the number of exogeneous variables in the system.) Additionally he proposed an alternative test statistic ( $\lambda_{\text {TSLS }}$ here) based on the TwoStage Least-Squares (TSLS) estimator of structural parameters. In other words, the numerator of ( $\lambda_{\text {TSLS }}+1$ ) is the residual sum of squares of a structural equation associated with the TSLS estimation. The test of significance for $\lambda_{\text {TSLS }}$ is the same as that for $\lambda_{\text {LIML }}$. His proposals were supported by a Monte Carlo experiment on a set of parameters and exogenous variables.

Later, Basmann (1966) derived the exact distribution of $\lambda_{\text {TSLS }}$ for a specific case. Richardson (1968) derived the exact distribution of $\lambda_{\text {TSLS }}$ for the case of two endogenous variables. He proved that the exact moments of $\lambda_{\text {TSLS }}$ approach to those of the $F$ distribution as the noncentrality parameter (concentration parameter) goes to infinity. McDonald (1972) derived the exact distribution of $\lambda_{\text {LIMI }}$ for the case of two endogenous
variables. He proved that Richardson's results on the expansion of exact moments also hold for $\lambda_{\text {LIML }}$. Rhodes (1978) derived the exact distribution of $\lambda_{\text {LIML }}$ using zonal polynomials. The structural equation in his study includes many endogenous variables.

Kadane (1970) demonstrated that the F distribution conjectured by Basmann is the first order term of asymptotic expansions of $\lambda_{\text {LIML }}$ and $\lambda_{k}$ ( $\lambda$ with any fixed $k$-class estimator) in the variance of the disturbance about zero. The meaning of his asymptotic series called the small-disturbance asymptotics was clarified by Anderson (1977). That is to say, the noncentrality parameter grows indefinitely large while the sample size stays fixed in the small-disturbance asymptotics, and the sample size increases together with the noncentrality parameter in the large sample asymptotic theory.

There were some disputes on the interpretations implied by the nullhypothesis of testing overidentifiability. Ambiguity on this matter was clarified by Kadane and Anderson (1977).

We derive asymptotic expansions of the distributions of $\lambda_{\text {LIML }}$ and $\lambda_{k}$ for the two parameter sequences. The first term of approximate distributions of $(T-K) \lambda_{L I M L}$ and $(T-K) \lambda_{T S L S}$ is the $\chi^{2}$ distribution with $L$ degree. of freedom in the large sample asymptotics. The first term of approximate distribution of $((T-K) / L) \lambda_{L I M L}$ and $((T-K) / L) \lambda_{k}$ is the $F$ distribution with $L$ and ( $T-K$ ) degrees of freedom in the small-disturbance asymptotics. We can see the difference of distributions of $\lambda_{\text {LIML }}$ and $\lambda_{k}$ comparing the higher order terms.

Model and test statistics are defined in Section 2. The resulting approximate distributions of $\lambda_{\text {LIML }}$ and $\lambda_{k}$ are stated in Section 3 . In

Section 4 empirical small sample distributions of $\lambda_{\text {LIML }}, \lambda_{\text {TSLS }}$ and $\lambda_{\text {OLS }}$ are presented for particular models. We also discuss about devfations of the approximate distributions from small sample distributions. The proof is given in Appendix.

## 2. Model and Test Statistics

Let a single structual equation be
where ${\underset{\sim}{1}}^{1}$ and ${\underset{\sim}{2}}_{2}$ are $T \times 1$ and $T \times G_{1}$ matrices, respectively, of observations on the endogenous variables, $Z_{1}$ is a $T \times K_{1}$ matrix of observations on the $K_{1}$ exogenous variables, $\underset{\sim}{\beta}$ and $\underline{\gamma}$ are column vectors with $G_{1}$ and $K_{1}$ unknown parameters, and $\underset{\sim}{u}$ is a colum vector of $T$ disturbances. We assume that (2.1) is the first equation in a simultaneous system of $G_{1}+1$ inear stochastic equations relating $G_{1}+1$ endogenous variables and $K\left(K=K_{1}+K_{2}\right)$ exogenous variables. The reduced form of $\underset{\sim}{Y}=\left({\underset{\sim}{Y}}_{1}{\underset{\sim}{Y}}_{2}\right)$ is defined as

$$
\begin{aligned}
& Y=2 \pi+\underset{\sim}{V}
\end{aligned}
$$

where $\underset{\sim}{Z}$ is a $T \times K$ matrix of exogeneous variables (full rank), ${\underset{\sim}{1}}_{1}^{1}=\left({\underset{\sim}{1}}_{1}^{\prime} \underset{\sim}{\pi}{ }_{21}^{\prime}\right.$ )
 matrices of the reduced form coefficients, and $\left({ }_{\sim}{\underset{\sim}{1}}^{\nabla_{2}}\right.$ ) is a $T \times\left(1+G_{1}\right)$ matrix of disturbances. We make the following assumptions about the model:

ASSUMPTION 1. The rows of $\nabla$ are independently normally distributed, each row having mean 0 and (nonsingular) covariance matrix

$$
\underset{\Omega}{\Omega}=\left(\begin{array}{ll}
\omega_{11} & \stackrel{\omega}{1}_{12}  \tag{2,3}\\
\omega_{\sim} & \\
\Omega_{\sim} \\
21
\end{array}\right)
$$

ASSUMPTION 2. The matrix $\left(\underset{\sim}{(\pi}{ }_{21}{\underset{\sim}{\pi}}_{22}\right)$ is of rank $G$ and ${\underset{\sim}{~}}_{22}$ is also of rank $G_{1}$.

In order to relate (2.1) and (2.2) postmultiply (2.2) by (1, $\left.-\mathcal{\beta}^{\prime}\right)^{\prime}$,


$$
\begin{equation*}
\underline{\pi}_{21}=\underline{\Pi}_{22}{ }_{\sim}^{B} \tag{2.4}
\end{equation*}
$$

This is the null hypothesis of testing overidentifiability (Kadane and Anderson, 1977). The components of $u$ are independently normally distributed with mean 0 and variance

$$
\begin{equation*}
\sigma^{2}=\omega_{1 I}-2 \beta_{\sim}^{\prime} \omega_{21}+{\underset{\sim}{\beta}}^{\prime} \Omega_{22}^{\beta} \underset{\sim}{\beta} . \tag{2.5}
\end{equation*}
$$

Let

$$
\begin{equation*}
\underset{\sim}{C}={\underset{\sim}{Y}}^{\prime}\left(I_{\sim} T-\underset{\sim}{Z}\left(\underset{\sim}{Z}{ }_{\sim}^{Z}\right)^{-I_{Z}} \underset{\sim}{\prime}\right) \underset{\sim}{Y} \tag{2,6}
\end{equation*}
$$

and

$$
\begin{equation*}
G=Y^{\prime}\left(\underset{\sim}{Z}\left(Z_{\sim}^{\prime} Z\right)^{-1} Z_{\sim}^{\prime}-Z_{-I}\left(Z_{\sim}^{\prime}{\underset{\sim}{1}}^{\prime}\right)^{-1} Z_{I}^{\prime}\right) Y \tag{2.7}
\end{equation*}
$$

then the test statistic for overidentifiability is

$$
\begin{equation*}
\lambda=\frac{\left(1-{\underset{\sim}{\hat{\beta}}}^{\prime}\right) \underset{\sim}{G}\left(1-{\underset{\sim}{\hat{\beta}}}^{\prime}\right)^{\prime}}{\left(1-\hat{\sim}^{\prime}\right) \underset{\sim}{C}\left(1-\hat{\beta}^{\prime}\right)^{\prime}} \tag{2.8}
\end{equation*}
$$

where $\underset{\sim}{\beta}$ is the $k$-class estimator of $\underset{\sim}{\beta}$. We denote $\lambda_{\text {LIML }}$ as $\lambda$ with IIML estimator of $\underset{\sim}{\beta}$, and $\lambda_{k}$ with any fixed $k$-class estimator including $\lambda_{\text {TSLS }}$ and $\lambda_{\text {OLS }}$. We use the following notation in theorems:

$$
\begin{align*}
& L=K_{2}-G_{1} \text {, }  \tag{2.9}\\
& \underset{\sim}{f}=-\frac{v \sqrt{\omega_{11.2}}}{\sigma} \underline{\sim}_{22}^{-1 / 2} \Omega_{22}^{1 / 2} \underset{\sim}{\alpha} \tag{2.10}
\end{align*}
$$

where

$$
\begin{align*}
& \omega_{11.2}=\omega_{11}-\omega_{12} \delta_{2}^{-1}{ }_{2}^{\omega_{2}},  \tag{2.13}\\
& \underset{\sim}{\alpha}=\frac{1}{\sqrt{\omega_{11.2}}} \Omega_{\sim}^{-1 / 2}\left(\Omega_{\sim} \underset{\sim}{\beta}-{\underset{\sim}{\omega}}_{21}\right) . \tag{2.14}
\end{align*}
$$

We additionally assume in the large sample asymptotics as:

This assumption is natural since $A_{22.1}$ is a moment matrix of exogenous variables. We also define

$$
\begin{equation*}
v^{2}=\mu^{2} / T \tag{2.16}
\end{equation*}
$$

The definition (2.16) exists by Assumption 3. In the small disturbance asymptotics the definition of $\hat{\Omega}_{22}$ should be conceived without the higher order term in (2.15). Instead, $\mathrm{f}^{*}$ is assumed to be constant to terms of order $\mu^{-2}$. We refer to $L$ as the degree of over-identification and to $\mu^{2}$ as the noncentrality parameter.

## 3. Distributions of Overidentifiability Test Statistics

The magnitude of the structural variance decreases in the small
disturbance asymptotics. It leads that the noncentrality parameter (2.11)
grows while the sample size is fixed in the small-disturbance analysis since the orders of magnitude of $\Omega$ and $\sigma^{2}$ are the same (Anderson 1977; Kunitomo et. al. 1979). The following theorem follows when the disturbances are small.

Theorem 1: When $\mu^{2}$ increases while the sample size stays fixed,

$$
\begin{align*}
& \operatorname{Pr}\left\{\frac{T-K}{L} \lambda_{k} \leq \xi\right\}=F_{L, T-K}(\xi)+\frac{1}{\mu^{2}}\left\{\xi-\frac{L(L+T-K)}{T-K+L \xi} f *^{\prime} £ \neq \xi^{2}\right. \\
& \left.-(1-k)\left[\frac{T-K}{L}(1-k)+2 \xi\right]\left[1+\frac{(T-K)(L+T-K)}{T-K+L \xi} £ *^{\prime} f *\right]\right\} f_{L, T-K}(\xi) \tag{3.1}
\end{align*}
$$

and

$$
\begin{equation*}
\operatorname{Pr}\left\{\frac{T-K}{L} \lambda_{L I M L} \leq \xi\right\}=F_{L, T-K}(\xi)+\frac{\xi}{\mu}\left\{1+\frac{L}{T-K} \xi\right\} f_{L, T-K}(\xi) \tag{3.2}
\end{equation*}
$$

to terms of order $\mu^{-2}$, and $F_{L, T-K}$ and $f_{L, T-K}$ are F-distribution and density functions with $L$ and $T-K$ degrees of freedom, respectively.

The first term of (3.1) and (3.2) are derived by Kadane (1970). Approximate distributions of the test statistics associated with the TSLS and OLS estimators are (3.1) with $\mathrm{k}=1$ and 0 , respectively. It is
interesting to see that neither (3.1) nor (3.2) include terms of order $\mu^{-1}$. It is rather striking to see that the nuisance parameter included in (3.2) is merely $\mu^{2}$. The term of order $\mu^{-2}$ of (3.2) is positive always. Then we expect that a critical value imposed by a $F$ distribution is greater than that implied by an exact distribution if $\mu^{2}$ is sufficiently large.

Turning to the large sample asymptotics, the next theorem follows.

Theoren 2: When $\mu^{2}$ increases together with the sample size,

$$
\begin{equation*}
\operatorname{Pr}\left\{(T-K) \lambda_{T S L S} \leq \xi\right\}=G_{L}(\xi)+\frac{\xi}{\mu^{2}}\left(1+\frac{v^{2}}{2}(L-2-\xi)-f *^{\prime} f * \xi\right\} g_{L}(\xi) \tag{3.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Pr}\left\{(T-K) \lambda_{L I M L} \leq \xi\right\}=G_{L}(\xi)+\frac{\xi}{\mu^{2}}\left\{1+\frac{\nu^{2}}{2}(L-2-\xi)\right\} g_{L}(\xi) \tag{3.4}
\end{equation*}
$$

to terms of order $T^{-1}$, and $G$ and $g_{L}$ are the $\chi^{2}$ distribution and density functions with $L$ degree of freedom.

The first term of (3.4) is given by Anderson and Rubin (1950). Fijikoshi (1977) derived (3.4) with different parametrization in MANOVA. We find again that the second order terms ( $T^{-1 / 2}$ ) do not appear in expansions.

## 4. Monte Carlo Studies

It is easy to give numerical evaluations of approximate distributions. However, exact distributions seem hard to evaluate (see Richardson 1968; and McDonald 1972). Then, instead of exact distributions, empirical distributions by Monte Carlo studies are obtained for the purpose of comparisons between small sample and approximate distributions. The empirical small sample distributions calculated for our purpose are

$$
\begin{equation*}
\operatorname{Pr}\left\{\frac{T-K}{K_{2}-1} \lambda \leq \xi\right\} . \tag{4.1}
\end{equation*}
$$

All the approximations are standardized to be comparable with (4.1).
Abcut ten models are chosen from Anderson, Morimune and Sawa (1979) for experiments, and we show results on four of them. See Anderson, Morimune and Sawa (1979) for the references and discussions on properties of these models. The number of observations is 20,000 in Monte Carlo experiments. The computer time was relatively short since we utilize canonical representations of test statistics. It is easily seen that the parameters to be specified in experiments are $T, K, L, f \%$ and $\mu^{2}$ in virtue of canonical forms.

In the following discussion on the results of experiments "F-approximations" mean the asymptotic expansions in Theorem 1, and " $\chi^{2}$-approximations" mean the asymptotic expansions in Theorem 2.

As for Table 1, both the F- and $\chi^{2}$-approximations ( $(2)$, (3), (5), and (6)) give much better approximations to the empirical small sample distributions ((1) and (4)) than the simple $F$ and $\chi^{2}$ distributions ( (8) and (9)). The F-distribution (8) is a better approximation than the $\chi^{2}$ distribution (9) to the distribution of $\lambda_{\text {IIML }}$, and it may be considered as a good substitute for the distribution of $\lambda_{\text {LIML }}$; but not for that of $\lambda_{\text {TSLS }}$. This is because the value of $\alpha$ (it is $-f *$ when $G_{1}=1$ ) is relatively large. The distribution of $\lambda_{\text {oLS }}$ is extremely deviated from the other distributions, and the F-approximate distribution does not give good approximation, either (not shown in Table 1).

As for Table 2 the $F$ and $\chi^{2}$-approximations ((2), (3), (5), and (6)) are improved from the simple $F$ and $X^{2}$-distributions ( $(8)$ and (9)),
respectively. This can be true for the LIML as well as TSLS estimators. It seems, however, that the F-approximations are giving better approximations than the $x^{2}$-approximations. Moreover, it may be adequate to say that the F-distribution (8) is a good substitute for the distribution of $\lambda_{\text {LIML }}$ (1) but not for $\lambda_{\text {TSLS }}$ (4).

As for Table 3 the F-approximations ((2) and (5)) seem to be better than the $\chi^{2}$-approximations ((3) and (6)) again. Especially, the Fapproximation of $\lambda_{\text {TSLS }}(5)$ is quite close to the empirical small sample distribution (4). With respect to this Model the sample F-distribution (8) is a good substitute of the small-sample distribution of $\lambda_{\text {TSLS }}$ (4). The small sample distribution of $\lambda_{\text {LIML }}$ (1) is also close to $F$, but it deviates from $F$ at higher values of $\xi_{\text {. The }}$ distribution of $\lambda_{\text {oLS }}$ (7) gets closer to the other distributions than in the previous two models. As for Table 4 the $\chi^{2}$-distribution (8) is deviated from the small sample distributions ((1), (4), and (5)). However, the other distributions ((2), (3), (6), and (7)) give close approximations to the small sample distributions. As far as approximations of $\lambda_{\text {LIML }}$ and $\lambda_{\text {TSLS }}$ are concerned, LIML and TSLS give numerically the same distributions since $\alpha$ is relatively so small compared with $\mu^{2}$. A different phenomenon from previous models is that the small sample distribution of $\lambda_{\text {OLS }}$ (5) is relatively close to those of $\lambda_{\text {LIML }}$ and $\lambda_{\text {TSLS }}$. This is also because the value of $\mu^{2}$ is large compared wilth the value of ( $T-K$ ).

## 5. Discussion

The critical values (e.g., at the $95 \%$ level) given by $\chi^{2}$ distributions after standardizations according to (4.1) are smaller than those given by
empirical distributions; the latters are again smaller than those given by F distributions for $\lambda_{\text {LIML }}$ as far as our limited number of experiments are concerned. The critical values given by F-approximations stay between empirical and F distributions. Therefore testing overidentifiability using $\chi^{2}$ distribution is severer than it should be if we do not want to reject a null-hypothesis. Testing overidentifiability using F distribution is more lenient than it is supposed to be. It may also be fair to say that $F$ distributions give more accurate critical values than $\chi^{2}$ distributions in our experiments. Nevertheless, it may be less accurate to use $F$ or $\chi^{2}$ distributions for the distribution of $\lambda_{\text {TSLS }}$.

Takeuchi and Morimune (1979) proposed the extended ilmited information maximum likelihood (ELI) estimator which is third order efficient. Similarly they proposed the extended two-stage least-squares (ETS) estimator, and it was found that the ETS estimator is less efficient than the ELI estimator. It was also noted that the ELI estimator is asymptotically equivalent to Fuller's modified limited information estimator (1977). The large sample asymptotic distributions of $\lambda$ (2.8) with the ELI or ETS estimator (denoted as $\lambda_{\text {ELI }}$ and $\lambda_{\text {ETS }}$ ) are

$$
\begin{equation*}
\operatorname{Pr}\left\{(T-K) \lambda_{E L I} \leq \xi\right\}=\operatorname{Pr}\left\{(T-K) \lambda_{L I M L} \leq \xi\right\}-\frac{h^{2}}{\mu^{2}} \underset{\sim}{f} \star^{\prime} f * g_{L}(\xi), \tag{5.1}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Pr}\left\{(T-K) \lambda_{E T S} \leq \xi\right\}=\operatorname{Pr}\left\{(T-K) \lambda_{L I M L} \leq \xi\right\}-\frac{1}{\mu^{2}}(L+h-\xi)^{2} \underset{\sim}{f} *^{\prime} \underset{\sim}{*} g_{L}(\xi) \tag{5.2}
\end{equation*}
$$

to terms of order $\mathrm{T}^{-1}$, respectively, and an $h$ is any real value determining the asymptotic bias of ELI.

Morimune (1978) proposed an estimator which linearly combines the LIML and TSLS estimators such as ${\underset{\sim}{B}}_{C O M}=(L-1) \hat{\beta}_{\text {LMML }} / L+\hat{\beta}_{\text {TSLS }} / L$. The distribution of the variance ratio for this estimator is expanded as

$$
\begin{equation*}
\operatorname{Pr}\left\{(T-K) \lambda_{C O M} \leq \xi\right\}=\operatorname{Pr}\left\{(T-K) \lambda_{L I M L} \leq \xi\right\}-\frac{\xi^{2}}{\mu^{2} L^{2}} \underset{\sim}{f} \star^{\prime} f \underbrace{}_{L}(\xi), \tag{5.3}
\end{equation*}
$$

as the sample size increases to terms of order $\mathrm{T}^{-1}$, and

$$
\begin{align*}
& \operatorname{Pr}\left\{\frac{T-K}{L} \lambda_{C O M} \leq \xi\right\}=\operatorname{Pr}\left\{\frac{T-K}{L} \lambda_{L I M L} \leq \xi\right\} \\
& -\frac{\xi^{2}}{\mu^{2}}\left\{\frac{1}{T-K}+\frac{L+T-K}{T-K+L \xi} f^{\prime} f^{\prime} \neq f_{L, T-K}(\xi)\right. \tag{5.4}
\end{align*}
$$

as $\mu^{2}$ increases to terms of order $\mu^{-2}$.
Basmann (1960) proceeded a Monte Carlo experiments for a model whose parameters are sumarized as $\mu^{2}=10.52, \underset{\sim}{f} \star^{\prime} \underset{\sim}{f} *=0.42, T-K=10$, and $\mathrm{L}=1$.

Model 2

$x^{2}$
$\chi$ with 13 d.f., and empirical small sample distributions of $\lambda_{\text {LIML }}, \lambda_{\text {TSLS }}$, and $\lambda_{\text {OLS }}$ are given. The $F$ distribution with 4 and $13 \mathrm{~d} . f$. , and the $F$-approx, and $\chi^{2-a p p r o x}$ of $\lambda$ LIML are indistinguishable from the distribution of $\lambda$ LIML. F-approx and $\chi^{2}$-approx of $\lambda_{T S L S}$ are not distinguishable from the distribution of $\lambda$ TSLS, either.

## Table 1


The percentage points are given for each distribution according to values of $\xi$ on the leftest column

| $\xi$ | $\begin{aligned} & \text { (1) } \\ & \text { Empirical } \\ & \text { (LIML) } \end{aligned}$ | $\begin{gathered} \text { (2) } \\ \text { F-approx } \\ \text { (LIML) } \end{gathered}$ | $\begin{gathered} (3) \\ x^{2-\text { approx }} \\ (\text { LIML }) \end{gathered}$ | $\begin{gathered} (4) \\ \text { Empirical } \\ \text { (TSLS) } \end{gathered}$ | $\begin{gathered} \text { (5) } \\ \text { F-approx } \\ \text { (TSLS) } \end{gathered}$ | $\begin{gathered} \text { (6) } \\ x^{2-\text { approx }} \\ (\text { TSLS }) \end{gathered}$ | $\begin{gathered} (7) \\ \text { Empirical } \\ \text { (OLS) } \end{gathered}$ | $\begin{gathered} (8) \\ F \end{gathered}$ | $\begin{aligned} & (9) \\ & x^{2} \end{aligned}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.5 | 0.517 | 0.515 | 0.515 | 0.502 | 0.504 | 0.504 | 0.001 | 0.510 | 0.521 |
| 1.0 | 0.669 | 0.673 | 0.672 | 0.646 | 0.651 | 0.650 | 0.003 | 0.667 | 0.683 |
| 2.0 | 0.829 | 0.828 | 0.827 | 0.786 | 0.791 | 0.788 | 0.020 | 0.822 | 0.843 |
| 3.0 | 0.904 | 0.901 | 0.900 | 0.858 | 0.861 | 0.857 | 0.049 | 0.896 | 0.912 |
| 4.0 | 0.940 | 0.940 | 0.939 | 0.901 | 0.902 | 0.899 | 0.093 | 0.936 | 0.955 |
| 5.0 | 0.965 | 0.962 | 0.962 | 0.927 | 0.928 | 0.928 | 0.150 | 0.959 | 0.975 |
| 7.0 | 0.986 | 0.983 | 0.984 | 0.959 | 0.960 | 0.963 | 0.278 | 0.982 | 0.992 |
| The values of $\xi$ are given for each distribution according to percentages on the leftest column |  |  |  |  |  |  |  |  |  |
| $\%$ | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) | (9) |
| 25\% | 0.10 | 0.10 | 0.10 | 0.11 | 0.10 | 0.10 | 6.61 | 0.11 | 0.10 |
| 50\% | 0.46 | 0.47 | 0.47 | 0.50 | 0.49 | 0.49 | 10.69 | 0.48 | 0.46 |
| 75\% | 1.40 | 1.40 | 1.40 | 1.66 | 1.61 | 1.63 | * | 1.43 | 1.32 |
| 90\% | 2.93 | 2.98 | 3.00 | 3.98 | 3.95 | 4.04 |  | 3.07 | 2.70 |
| 95\% | 4.30 | 4.40 | 4.42 | 6.32 | 6.22 | 6.10 |  | 4.53 | 3.84 |



| $\xi$ | $\begin{gathered} \text { (1) } \\ \text { Empirical } \\ \text { (LIML) } \end{gathered}$ | $\begin{gathered} \text { (2) } \\ \begin{array}{c} \text { F-approx } \\ \text { (LIML) } \end{array} \end{gathered}$ | $\begin{gathered} \text { (3) } \\ x^{2} \text { (LIML) } \end{gathered}$ | (4) <br> Empirical (TSLS) | $\begin{gathered} \text { (5) } \\ \text { F-approx } \\ \text { (TSLS) } \end{gathered}$ | (6) $x^{2}-a p p r o x$ (TSLS) | (7) <br> Empirical <br> (OLS) | (8) | $\begin{gathered} (9) \\ x^{2} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.5 | 0.270 | 0.269 | 0.269 | 0.227 | 0.224 | 0.227 | 0.002 | 0.264 | 0.264 |
| 1.0 | 0.565 | 0.566 | 0.560 | 0.470 | 0.456 | 0.436 | 0.022 | 0.558 | 0.594 |
| 2.0 | 0.854 | 0.853 | 0.845 | 0.744 | 0.734 | 0.710 | 0.176 | 0.846 | 0.908 |
| 3.0 | 0.947 | 0.945 | . 0.950 | 0.866 | 0.869 | 0.888 | 0.397 | 0.941 | 0.983 |
| 4.0 | 0.978 | 0.977 | 0.986 | 0.924 | 0.933 | 0.966 | 0.585 | 0.975 | 0.997 |
| 5.0 | 0.990 | 0.990 | 0.996 | 0.955 | 0.964 | 0.991 | 0.720 | 0.988 | 1.0 |
| The values of $\xi$ are given for each distribution according to percentages on the leftest column |  |  |  |  |  |  |  |  |  |
| \% | (1) | (2) | (3) | (4) | (5) | (6) | -(7) | (8) | (9) |
| 25\% | 0.47 | 0.47 | 0.47 | 0.54 | 0.55 | 0.55 | 2.34 | 0.48 | 0.48 |
| 50\% | 0.87 | 0.87 | 0.88 | 1.07 | 1.12 | 1.21 | 3.50 | 0.88 | 0.84 |
| 75\% | 1.50 | 1.50 | 1.55 | 2.04 | 2.09 | 2.18 | 5.30 | 1.53 | 1.35 |
| 90\%. | 2.38 | 2.38 | 2.41 | 3.49 | 3.40 | 3.08 | 7.75 | 2.43 | 1.94 |
| 95\% | 3.06 | 3.09 | 3.01 | 4.80 | 4.46 | 3.69 | 9.74 | 3.18 | 2.37 |
|  |  |  |  |  |  |  |  |  |  |


| $09^{\circ}$ Z | Tサ・发 | 10＊； | $8 \chi^{*} \varepsilon$ | $S E^{\circ} \varepsilon$ | $9 \varepsilon^{\bullet} \varepsilon$ | $0 \chi^{*} \varepsilon$ | $\varepsilon I^{\prime} \varepsilon$ | $90^{\circ} \varepsilon$ | \％ 56 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $80^{\circ} \mathrm{Z}$ | $95^{\circ} \mathrm{Z}$ | $70^{\circ} \varepsilon$ | $\varepsilon S^{\circ} \mathrm{Z}$ | $0 S^{*} \mathrm{Z}$ | LS＇Z | $97^{\circ}$ Z | $\angle E^{\circ}$ Z | サ®＇て | \％06 |
| $L E^{\bullet} \mathrm{I}$ | $S S^{\circ} \mathrm{L}$ | $76{ }^{\circ} \mathrm{T}$ | $25^{\circ} \mathrm{T}$ | $0 S^{\circ} \mathrm{T}$ | $67^{\circ}$ T | $67^{\circ}$ T | $S^{\circ}{ }^{\circ} \mathrm{T}$ | カワ・ | $\%$ S $L$ |
| $6 L^{\circ} 0$ | $\varepsilon 8^{\circ} 0$ | ZI＊T | $08^{\circ} 0$ | $08^{\circ} 0$ | $6 L^{\circ} 0$ | $6 L^{\circ} 0$ | $6 L^{\circ} 0$ | $8 L^{\circ} 0$ | \％OS |
| 07＊ 0 | エヤ＊ 0 | $29^{\circ} 0$ | $6 \varepsilon^{*} 0$ | $6 \varepsilon^{*} 0$ | $07^{\circ} 0$ | $6 \varepsilon^{\circ} 0$ | $6 \varepsilon^{\circ} 0$ | $6 E^{\circ} 0$ | $\%$ ¢ |
| （6） | （8） | （L） | （9） | （5） | 7万） | （ $\overline{)}$ | （7．） | （T） | \％ |
|  | umitos 7 S37fet |  | uo se8ełu | d 07 8ufp | 㖪 |  |  |  |  |
| $866^{\circ} 0$ | $786^{\circ} 0$ | $7 \angle 6^{\circ} 0$ | 工66 0 | $786^{\circ} 0$ | $786^{\circ} 0$ | $266^{\circ} 0$ | $686^{\circ} 0$ | ［66 0 | $0^{\circ} \mathrm{S}$ |
| $\varepsilon 66^{\circ} 0$ | $896{ }^{\circ} 0$ | $056 * 0$ | $S \angle 6^{\circ} 0$ | $696^{\circ} 0$ | $896{ }^{\circ} 0$ | $\angle L 6^{\circ} 0$ | 9 $16^{\circ} 0$ | $6 \angle 6^{\circ} 0$ | 0＊7 |
| T $266^{\circ} 0$ | $0 \varepsilon 6^{\circ} 0$ | $\angle 68^{\circ} 0$ | SE6 ${ }^{\circ} 0$ | $786^{\circ} 0$ | EE6 ${ }^{\circ} 0$ | $6 \varepsilon 6^{\circ} 0^{\prime}$ | カワ6＊0 | $\angle 76^{\circ} 0$ | $0^{\circ} \mathrm{E}$ |
| $888^{\circ} 0$ | $988^{\circ} 0$ | S91＊0 | $8 \varepsilon 8^{\circ} 0$ | $778^{\circ} 0$ | ササ8 ${ }^{\circ} 0$ | $978^{\circ} 0$ | $958^{*} 0$ | $098{ }^{\circ} 0$ | $0^{\circ} \mathrm{Z}$ |
| $809^{\circ} 0$ | 9 $5^{\circ} 0$ | 67サ・0 | $885^{\circ} 0$ | $065^{\circ} 0$ | $965^{\circ} 0$ | $765^{\circ} 0$ | $009^{\circ} 0$ | $509{ }^{\circ} 0$ | $0^{\circ} \mathrm{T}$ |
| 8 TE＊ 0 | TTE 0 | $78 \mathrm{~L} \times 0$ | ¢ZE＊0 | ゅで ${ }^{\circ}$ | とても「0 | LZE＊ 0 | 8てE＊0 | 8てE＊0 | $5 \cdot 0$ |
| $z^{y}$ <br> （6） | $\begin{gathered} \text { I } \\ (8) \end{gathered}$ | $\begin{gathered} \text { (ST0) } \\ \text { Leotctudug } \\ (L) \end{gathered}$ | $\begin{gathered} (\text { STSL) } \\ \text { xoxde- } \\ (9) \end{gathered}$ | （STSL） xoxdde－s <br> （S） | （STSJ） teofatdurg （ 7 ） | （TWIT） xoxdde－zX <br> （ $\varepsilon$ ） | （TWI＇T） xoxdde－f （Z） | （TWIT） <br> โeotatudug <br> （ I ） | 9 |
|  |  |  |  |  |  |  |  |  |  |


| $\xi$ | $\underset{\substack{\text { (1) } \\ \text { Empirical } \\ \text { (LIML) }}}{ }$ | $\begin{gathered} \text { (2) } \\ \text { F-approx } \\ \text { (LIML } \& \text { TSLS }) \end{gathered}$ | (3) $\begin{gathered} x^{2} \text {-approx } \\ \text { (LIML \& TSLS) } \end{gathered}$ | $\begin{aligned} & \quad(4) \\ & \text { Empirical } \\ & \text { (TSLS) } \end{aligned}$ | $\begin{aligned} & \text { (5) } \\ & \text { Empirical } \\ & \text { (OLS) } \end{aligned}$ | $\begin{gathered} \text { (6) } \\ \substack{\text { F-approx } \\ \text { (OLS) }} \end{gathered}$ | $\begin{gathered} (7) \\ F \end{gathered}$ | $\begin{gathered} (8) \\ x^{2} \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0.5 | 0.379 | 0.384 | 0.383 | 0.378 | 0.372 | 0.376 | 0.383 | 0.393 |
| 1.0 | 0.611 | 0.608 | 0.606 | 0.611 | 0.606 | 0.603 | 0.607 | 0.632 |
| 2.0 | 0.836 | 0.828 | 0.826 | 0.837 | 0.835 | 0.828 | 0.828 | 0.865 |
| 3.0 | 0.921 | 0.918 | 0.918 | 0.921 | 0.919 | 0.917 | 0.918 | 0.950 |
| 4.0 | 0.960 | 0.958 | 0.961 | 0.959 | 0.958 | 0.957 | 0.958 | 0.982 |
| 5.0 | 0.979 | 0.977 | 0.981 | 0.979 | 0.979 | 0.977 | 0.977 | 0.993 |
| The values of $\xi$ are given for each distribution according to percentages on the leftest column |  |  |  |  |  |  |  |  |
| \% | (1) | (2) | (3) | (4) | (5) | (6) | (7) | (8) |
| 25\% | 0.30 | 0.29 | 0.29 | 0.30 | 0.31 | 0.31 | 0.29 | 0.29 |
| 50\% | 0.73 | 0.73 | 0.73 | 0.73 | 0.75 | 0.74 | 0.73 | 0.69 |
| 75\% | 1.49 | 1.53 | 1.54 | 1.49 | 1.50 | 1.55 | 1.53 | 1.39 |
| 90\% | 2.65 | 2.72 | 2.73 | 2.66 | 2.67 | 2.74 | 2.73 | 2.30 |
| 95\% | 3.68 | 3.73 | 3.67 | 3.68 | 3.71 | 3.76 | 3.74 | 3.00 |

## Appendix A

We freely use the results, symbols, and random variables defined by Fujikoshi et. al. (1978) and Kunitomo et. al. (1979) for deriving the asymptotic expansions of distributions of variance ratios. The difference in notation in this paper and those in Fujikoshi et. al. are

$$
\begin{align*}
& \underset{\sim}{f}=\underset{\sim}{V}  \tag{A-1}\\
& \underset{\sim}{E}=\underset{\sim}{F} \tag{A-2}
\end{align*}
$$

where $\underset{\sim}{F}={\underset{\sim}{e}}_{-1 / 2}^{-1 / 2}{ }_{\sim}^{1 / 2}\left(\underset{\sim}{I}+\underset{\sim}{\alpha} \alpha^{\prime}\right)^{-1 / 2}$, and $\underset{\sim}{f}$ and $\underset{\sim}{F}$ are used in Fujikoshi et. al. The new notations are used since it renders simplicity to analyses which include two alternative sequences. The variance ration (2.8) is rewritten for any estimator as

$$
\begin{equation*}
\lambda=\frac{\left(1-\hat{\beta}^{\prime}\right) \underline{\sim}^{-1} \underset{\sim}{G * Q}{\underset{\sim}{r}}^{-1}\left(1-{\underset{\sim}{\hat{\beta}}}^{\prime}\right)^{\prime}}{\left(1-\hat{\beta}^{\prime}\right) \underline{Q}^{-1} \underline{C} * \underline{Q}^{\prime-1}\left(1-\hat{\beta}^{\prime}\right)^{\prime}} \tag{A-3}
\end{equation*}
$$

Using the representation of $Q^{-1}$, we obtain

$$
\frac{1}{\sigma}\left(1-{\underset{\sim}{\beta}}^{\prime}\right){\underset{\sim}{Q}}^{-1}=\left(\begin{array}{ll}
1 & 0 \tag{A-4}
\end{array}\right)-\frac{1}{\mu}{\underset{\sim}{e}}_{\hat{\beta}}^{\prime}(\underline{\sim}
$$

Substituting ( $A-4$ ) into ( $A-3$ ), the numerator divided by $\sigma^{2}$ is then

$$
\begin{equation*}
\underset{\sim}{x_{\sim}^{\prime}} \underset{\sim}{x}-\underset{\sim}{2} \hat{e}_{\beta}^{\prime}\left\{{\underset{\sim}{\sim}}_{1}+\frac{1}{\mu_{\sim \sim}} S_{\sim}^{x}\right\}+\hat{e}_{\beta}^{\prime}\left\{I \underset{\sim}{\mu}+\frac{1}{\mu}\left(S_{\sim}+\underset{\sim}{S}\right)+\frac{1}{\mu_{\sim}^{\prime}} S S_{\sim}^{\prime}\right\}_{\sim}^{e_{B}} \tag{A-5}
\end{equation*}
$$

and the denominator devided by $\sigma^{2}$ is
where $\underset{\sim}{S}=\left({\underset{\sim}{S}}_{1} S_{2}\right)$, and $\underset{\sim}{S}{ }_{i}=\underset{\sim}{f} x_{i}^{\prime}+\underset{\sim}{F} X_{i}^{\prime}$ for $i=1,2$. The equations (A-5) and (A-6) are derived without using asymptotic assumptions, and they are just depend on a canonical representation of the model. Let us next write the expansion of the standardized estimator of $\beta$ as
where each term on the RHS of (A-7) is obtained for the LIML and TSLS estimator in the large sample asymptotics (Fujikoshi et. al.) and for the LIML and fixed $k-c l a s s$ estimators in the large $\mu^{2}$ asymptotics (Kunitomo et. al.). The expression of ${\underset{\sim}{a}}_{(0)}^{(0)}$ is always $x_{\sim}$ for these estimators in both sequences. Substituting (A-7) into (A-5) the numerator becomes

$$
\begin{equation*}
x_{2}^{\prime} x_{2}-\frac{2}{\mu} x_{1}^{\prime} S_{2} x_{2}+\frac{1}{\mu^{2}}\left[e_{\beta}^{(1)^{\prime}} e_{\beta}^{(1)}+x_{1}^{\prime} S S^{\prime} x_{1}+2 e_{\beta}^{(1)^{\prime}}\left(S_{-1}^{\prime} x_{1}-S_{2} x_{2}\right)\right\} \tag{A-8}
\end{equation*}
$$

to terms of order $\mu^{-2}$ for all the estimators conceived in this paper for the both sequences. However, the expansions of the numerator does not hold the same expression as (A-8). For the large sample aymptotics (A-6) divided by ( $T-K$ ) becomes

$$
\begin{align*}
& 1+\frac{1}{\mu}\left(\nu w_{11}-2 x_{1}^{\prime} f *\right)+\frac{1}{\mu^{2}}\left(x_{1}^{\prime} f *\right)^{2}+x_{1}^{\prime} F_{-}^{*} *^{\prime} x_{1}-2 x_{1}^{\prime}\left(f_{-}^{*} W_{11}+F_{W_{2}}\right) \nu \\
& \left.-2{\underset{\sim}{e}}_{(1)^{\prime}}^{f} \underset{\sim}{ } *+\frac{v^{2}}{3}\left(w_{11}^{2}-2\right)\right\} \tag{A-9}
\end{align*}
$$

to terms of order $\mu^{-2}$ for the TSLS and LIML estimators using (3.11) of Fujikoshi et. al. However (A-6) is

$$
\begin{align*}
c_{11}^{*} & -\frac{2}{\mu} \underset{\sim}{x}\left(f_{\sim}^{*} c_{11}^{*}+\underset{\sim}{F *} c_{21}^{*}\right)+\frac{1}{\mu}\left(c_{11}^{*}\left(x_{1}^{\prime} f *\right)^{2}+2\left({\underset{\sim}{1}}_{\prime}^{\prime} f_{\sim}^{*}\right) c_{12}^{*} F_{\sim}^{*} x_{1}\right. \\
& +\underset{\sim}{\left.x_{1}^{\prime} F_{\sim}^{*} C_{2}^{*} F_{\sim}^{*} x_{1}-2 e_{-}^{(1)^{\prime}}\left(f_{\sim}^{*} c_{11}^{*}+F_{\sim}^{*} c_{21}^{*}\right)\right\}} \tag{A-10}
\end{align*}
$$

to terms of $\mu^{-2}$ when $\mu^{2}$ increases while the sample size stays fixed for the LIML and any fixed $k$-class estimators. The difference between ( $\mathrm{A}-6$ ) divided by $T-K$ and (A-9) or between ( $A-6$ ) and ( $A-10$ ) are proved to be the order higher than $\mu^{-2}$ in each asymptotics. Multiplying Taylor's expansion of the inverse of (A-9) to (A-8) we obtain the large sample stochastic expansion of the variance ratio as

$$
\begin{aligned}
& (T-K) \lambda={\underset{\sim}{2}}_{2}^{\prime} x_{2}-\frac{1}{\mu}\left\{v x_{2}^{\prime} x_{\sim} w_{11}+2 x_{\sim}^{\prime} F * X_{\sim}^{\prime} x_{\sim}\right\}
\end{aligned}
$$

where the order of neglected terms is higher than $\mu^{-2}$, and $\hat{e}_{\beta}^{(1)}$ can be one

 combined estimator, respectively. Similarly, the large $\mu^{2}$ expansion of the variance ratio gives

$$
\begin{aligned}
& s \lambda=\frac{x_{2}^{\prime} x_{2}}{s_{11}^{*}}+\frac{2 s}{\mu c_{11}^{*}}\left\{x_{2}^{\prime} x_{2} x_{\sim}^{\prime} F_{\sim}^{*} c_{2}^{*} / c_{11}^{*}-x_{-1}^{\prime} F_{-}^{\prime} X_{-}^{\prime} x_{2}\right\} \\
& +\frac{s}{\mu^{2} c_{11}^{\star}}\left\{\left(e_{-}^{(1)}+S_{-1}^{\prime} x_{1}\right)^{\prime}\left(e_{-}^{(1)}+S_{-1}^{\prime} x_{1}\right)+x_{1}^{\prime} F_{-}^{*} X_{-2}^{\prime} X_{-2} F_{-}^{\prime} x_{1}+2\left(x_{-1}^{\prime} f x_{1}-e_{-B}^{(1)}\right) F_{-}^{*} X_{-2}^{\prime} x_{-}\right. \\
& +s \frac{x_{2}^{\prime} x_{2}}{\mu^{2} c_{11}^{*}}\left\{2\left(x_{1}^{\prime} f_{\sim}^{*} x_{1}+e_{-B}^{(1)}\right)^{\prime} F_{\sim}^{*} c_{21}^{*}+4\left(x_{1}^{\prime} F_{-}^{*} c_{21}^{*}\right)^{2} / c_{11}^{*}\right.
\end{aligned}
$$

to terms of order $\mu^{-2}$ defining $s=(T-K) / L$. The terms neglected from (A-12) are proved to be higher order than $\mu^{-2}$, and ${\underset{\sim}{\beta}}_{(1)}^{\text {is }}$ one of

 k-class, or combined estimator, respectively.

The rest of the computations are achieved by inverse Fourier type transformations of $\chi^{2}$ and $F$ random variables. We proceed the computation only for the LIML estimator in the two asymptotic theory. The same method of analysis holds for the variance ratios with other estimators. We denote the RHS of (A-11) and (A-12), for simplicity, as

$$
\begin{equation*}
\lambda^{(0)}+\frac{1}{\mu} \lambda^{(1)}+\frac{1}{\mu^{2}} \lambda \tag{2}
\end{equation*}
$$

where $\lambda^{(i)} i=0,1,2$ correspond to the first, second, and third order terms of ( $A-11$ ) or ( $A-12$ ). We further define

$$
\begin{equation*}
\nabla=x_{2}^{i} x_{2} \tag{A-14}
\end{equation*}
$$

and

$$
\begin{equation*}
w=c_{11}^{*} \tag{A-15}
\end{equation*}
$$

In the large sample asymptotics $E\left(\lambda^{(1)} \mid v\right)=0$,

$$
\begin{equation*}
E\left(\lambda^{(2)} \mid v\right)=L+2\left(v^{2}-1\right) v \tag{A-16}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left(\lambda^{(1) 2} \mid v\right)=4 v+2 v^{2} v^{2} \tag{A-17}
\end{equation*}
$$

for $\lambda$ with the LIMI estimator. Then the expansion of the inverse transformation

$$
\begin{aligned}
& \int_{0}^{\xi} \frac{1}{2 \pi} \int_{t} \exp (-i t x) E \exp \left\{1 t(T-K) \lambda_{L I N L}\right\} \hat{t t d x} \\
= & \int_{0}^{\xi} \frac{1}{2 \pi} \int_{t} \exp (-i t x) E \exp (i t v)\left\{1+\frac{i t}{\mu^{2}} E\left(\lambda^{(2)} \mid v\right)+\frac{1}{2} \frac{(i t)^{2}}{\mu^{2}} E\left(\lambda^{(1) 2} \mid v\right)+R\right\} d t d x \quad \text { (A-18) }
\end{aligned}
$$

gives (3.4) applying the formulae in Lemma $B-1$ to each term on (A-18).
In the large $\mu^{2}$ esymptotics $E\left(\lambda^{(1)} \mid v, w\right)=0$,

$$
\begin{equation*}
E\left(\lambda{ }^{(2)} \mid v, w\right)=-\frac{s v}{w}\left\{1+\frac{v}{w}-\frac{L}{\nabla}-\frac{4-(T-K)}{w}\right\} \tag{A-19}
\end{equation*}
$$

and

$$
\begin{equation*}
E\left(\lambda^{(1) 2} \mid \nabla, w\right)=4\left\{\frac{v^{2}}{w^{3}}+\frac{\nabla}{w^{2}}\right\} \tag{A-20}
\end{equation*}
$$

Then the inverse transformation is

$$
\begin{align*}
& \quad \int_{0}^{\xi} \frac{1}{2 \pi} \int_{t} \exp (-i t x) E \exp \left\{i t s \lambda_{L I M L}\right\} d t d x \\
& =\int_{0}^{\xi} \frac{1}{2 \pi} \int_{t} \exp (-i t x) E \exp (i t s v / w)\left\{1+\frac{1 t}{\mu^{2}} E\left(\lambda^{(2)} \mid \nabla, w\right)\right. \\
& \left.\quad+\frac{1}{2} \frac{(i t)^{2}}{\mu^{2}} E\left(\lambda^{(1) 2} \mid \nabla, w\right)+R\right\} d t d x \tag{A-21}
\end{align*}
$$

which gives (3.2) applying the formulae in Lemma $B-2$ to each term on (A-21).

## Appendix B

We give some useful formulae on the inverse transformation of characteristic functions related to the least variance ratios. The first Iemma is on the approximate distributions about $\chi^{2}$ distributions. The second lema is on the approximate distrıbutions about $F$ distributions.

Lemma B.1: Let $v$ be a $\chi^{2}$ random variable with $L$ degrees of freedom. Then

$$
\begin{align*}
& \int_{x=0}^{\xi} \frac{1}{2 \pi} \int_{t}(-i t)^{p} \exp (-i t x) E\left[\exp (i t v) v^{j}\right] \mathrm{dtdx} \\
& =2^{j} \Gamma(L / 2+j) / \Gamma(L / 2) \cdot g_{I+2 j}^{(p-1)}(\xi) \tag{B-1}
\end{align*}
$$

where $1=\sqrt{-1}, j$ is any integer $(L+2 j>0)$, and $g_{L+2 j}^{(p-1)}(\xi)$ is the $(p-1)$ st order derivative of $g_{L+2 j}(\xi)$ which is the $\chi^{2}$ density function with L+2j degrees of freedom. In precise ( $B-1$ ) with $p=1$ is

$$
\begin{equation*}
\xi^{j} g_{L}(\xi) \tag{B-2}
\end{equation*}
$$

and ( $B-1$ ) with $p=2$ is

$$
\begin{equation*}
\frac{1}{2}\left[(L+2 j-2) \xi^{j-1}-\xi^{j}\right] g_{L}(\xi) \tag{B-3}
\end{equation*}
$$

The equation ( $B-1$ ) is obtained by inverse transformation of Laguerre polynomial multipliers.

Lemma B.2: Let $v$ and $w$ be independently distributed $\chi^{2}$ random variables with $L$ and $q$ degrees of freedom. Then

$$
\begin{align*}
\int_{x=0}^{\xi} & \frac{1}{2 \pi} \int_{t}(-i t)^{p} \exp (-i t x) E\left[\exp (i t s v / w) v^{j}{ }_{w}^{k}\right] d t d x \\
& =C a_{k, j}^{P} f_{L+2 j, q+2 k}^{(p-1)}\left(a_{k, j} \xi\right) \tag{B-4}
\end{align*}
$$

where $s=q / L, a_{k, j}=L(q+2 k) /[q(L+2 j)]$,
$c=2^{j+k} \Gamma(L / 2+j) \Gamma(q / 2+k) /[\Gamma(L / 2) \Gamma(q / 2)]$, and $f_{L+2 j, q+2 k}^{(p-1)}\left(a_{k, j} \xi\right)$ is the ( $p-1$ ) st derivative of the $F$ density function with $L+2 j$ and $q+2 k$ degrees of freedom with respect to $\xi$. In particular ( $B-4$ ) with $p=1$ is

$$
\begin{equation*}
2^{j+k} \frac{\Gamma(a+j+k)}{\Gamma(a)} \frac{(\xi / s)^{j}}{(1+\xi / s)^{j+k}} f_{L, q}(\xi), \tag{B-5}
\end{equation*}
$$

and ( $B-4$ ) with $p=2$ is

$$
\begin{equation*}
2^{j+k-1} \frac{\Gamma(a+j+k)}{\Gamma(a)} \frac{(\xi / s)^{j}}{(1+\xi / s)^{j+k}}\left[\frac{L+2 j-2}{\xi}-\frac{L(L+q+2 j+2 k)}{q+L \xi}\right] f_{L, q}(\xi) \tag{B-6}
\end{equation*}
$$

defining $a=(L+q) / 2$.

Proof: sv/w is Fisher's F ratio with $L$ and $q$ degrees of freedom. Let its density function be $f_{L, q}(x)$. By the uniqueness of the inverse transfornation,

$$
\begin{align*}
\int_{x=0}^{\xi} & \frac{1}{2 \pi} \int_{t}^{\xi} \exp (-i t x) \int_{w=0}^{\infty} \int_{v=0}^{\infty} \exp \left(\text { its } \frac{v}{W}\right) g_{L}(v) g_{q}(w) d v d t d x \\
& =\int_{0}^{\xi} f_{L, q}(x) d x=F_{L, q}(\xi) \tag{B-7}
\end{align*}
$$

where the last equality is an identity defining the c.d.f. of $s v / w$.

By the property of $x^{2}$ density function,

$$
v^{j}{ }_{w}^{k} g_{L}(v) g_{q}(w)=c g_{L+2 j}(v) g_{q+2 k}(w)
$$

Then

$$
\begin{align*}
E & \left.E \exp \left(\text { its } \frac{v}{w}\right) v_{w}{ }^{k}\right] \\
& =c \int_{w=0}^{\infty} \int_{v=0}^{\infty} \exp \left(1 t s \frac{v}{w}\right) g_{L+2 j}(v) g_{q+2 k}(w) d v d w \\
& =c \int_{w=0}^{\infty} \int_{v=0}^{\infty} \exp \left(1 t^{\prime} s^{\prime} \frac{v}{w}\right) g_{L+2 j}(v) g_{q+2 k}(w) d v d w \tag{B-8}
\end{align*}
$$

where $t^{\prime}=\frac{t}{a_{k, j}}$, and $s^{\prime}=\frac{q+2 k}{L+2 j}$.
Then ( $B-8$ ) with ( $B-7$ ) leads to

$$
\begin{align*}
& \int_{x=0}^{\xi} \frac{1}{2 \pi} \int_{t} \exp (-1 t x) E\left[\exp \left(1 t s \frac{v}{w}\right) v^{j} w^{k}\right] d t d x \\
& =c a_{k, j} \int_{x} \frac{1}{2 \pi} \int_{t^{\prime}} \exp \left(-1 t^{\prime}\left(a_{k, j} x\right)\right) \int_{w} \int_{v} \exp \left(1 t^{\prime} s^{\prime} \frac{v}{w}\right) g_{L+2 j}(v) g_{q+2 k}(w) d v d w d t^{\prime} d x \\
& =c a_{k, j} \int_{0}^{\xi} f_{L+2 j, q+2 k}\left(a_{k, j} x\right) d x \\
& =c F_{L+2 j, q+2 k}\left(a_{k, j} \xi\right) \tag{B-9}
\end{align*}
$$

The pth orderivative of the first and third equations of (B-9) gives (B-5). When $p=1$,

$$
\begin{equation*}
f_{L+2 j, q+2 k}\left(a_{k, j} \xi\right)=\frac{2^{j+k}}{c a_{k, j}} \frac{\Gamma(a+j+k)}{\Gamma(a)} \frac{(\xi / s)^{j}}{(1+\xi / s)^{j+k}} f_{L, q}(\xi) \tag{B-10}
\end{equation*}
$$

which gives ( $\mathrm{B}-5$ ). Similarly when $\mathrm{p}=2$

$$
f_{L+2 j, q+2 k}^{(1)}\left(a_{k, j} \xi\right)=\frac{1}{2 a_{k, j}}\left[\frac{L+2 j-2}{\xi}-\frac{L(L+q+2 k+2 j)}{q+L \xi}\right] f_{L+2 j, q+2 k}(\xi)
$$

which gives ( $\mathrm{B}-6$ ) using ( $\mathrm{B}-10$ ).

## Appendix C

This Appendix is about the validity of the asymptotic expansions formally derived in the Appendix A. The proof is essentially the same as that used by T. W. Anderson (1974) which involves expansions of the distribution function. We simply sketch the proof below confining ourselves to the asymptotic expansion of $\lambda_{\text {LINL }}$ in the large sample sequence. The same results as the Theorems 1 and 2 were also obtained by the method explained below. However these computations include cumbersome statistical operations and are omitted from this article.

In the large sample asymptotics, we use the space $J_{T}$ where each element of $X_{1}, X_{2}, X_{-1}$, and $X_{2}$ is in the interval $(-2 \sqrt{\log T}, 2 \sqrt{\log T})$, and each element of $W$ (in particular $W_{11}$ in this article) is in the interval $(-2 \log T, 2 \log T)$. Then $\operatorname{Pr}\left(J_{T}\right)=1-o\left(T^{-2}\right)$ which is proved by Anderson (1974). In $J_{T}$, the numerator of $\lambda_{\text {LIML }}$ and its demoninator divided by $(T-K)$ are expanded as $(A-8)$ and $(A-9)$ to terms of $T^{-1}$. The remainder terms are of order $T^{-3 / 2}$ in $J_{T}$. The long division of the inverse of (A-9) in $J_{T}$ for sufficiently large $T$ and multiplying it to (A-8) leads to (A-11). The remainder term of (A-11) is also of order $T^{-3 / 2}$ in $J_{T}$. Then the LHS of the inequality ( $I-K L \lambda_{\text {LIML }} \leqq \xi$ is replaced by the RHS of (A-11) with the remainder term of order $T^{-3 / 2}$. Define $\bar{P}_{X_{2}}=I-X_{2}\left(X_{2}^{\prime} X_{2}\right) X_{2}^{\prime}$ and
 pendently distributed. The inequality which we want to compute probability is rewritten in the form as

$$
\begin{align*}
& {\underset{\sim}{x}}^{\prime} \bar{P}_{X_{2}}{\underset{\sim}{\sim}}^{\sim}\left\{1+\frac{1}{\mu} A+\frac{1}{\mu} 2 B\right\} \leq\left(\xi-{\underset{\sim}{2}}_{\prime}^{\prime} P_{X_{2}}{\underset{x}{2}}^{\prime}\right) \\
& \quad+\frac{1}{\mu} C+\frac{1}{\mu^{2}} D+R \tag{C-1}
\end{align*}
$$

by decomposing $\underset{-}{x_{2}^{\prime} x_{2}}$ into the sum of $\underset{\sim}{x}{ }_{2}^{\prime} \bar{P}_{x_{2}}{\underset{\sim}{2}}_{2}$ and ${\underset{\sim}{2}}_{\prime} P_{x_{2}} x_{2}$. The random variables in $A, B, C$, and $D$ are independent of ${\underset{\sim}{2}}^{\prime} \bar{P}_{X_{2}} x_{2}$. We devide both sides of (C-1) by $1+A / \mu+B / \mu^{2}$ which is positive as $T$ increases. By the long devision of $\left(1+A / \mu+B / \mu^{2}\right)^{-1},(C-I)$ is finally written in the form as
where the remainder term is of order $T^{-3 / 2}$. Since ${\underset{\sim}{2}}_{2} \bar{P}_{X_{2}} x_{2}$ is distributed as $X^{2}$ with ( $L-G_{1}$ ) degrees of freedom (on the whole space),

$$
\begin{align*}
\operatorname{Pr}\{(T & \left.-K) \lambda_{L I M L} \leqq \xi\right\} \\
& =E\left[G_{L-G_{1}}\left\{\left(\xi-x_{2}^{\prime} P_{X_{2}} x_{2}\right)+C^{\prime} / \mu+D^{\prime} / \mu^{2}+R^{\prime}\right\}\right] \tag{C-3}
\end{align*}
$$

where $G_{m}$ is the $\chi^{2}$ distribution function with $m$ degrees of freedom. By Taylor's expansion of ( $C-3$ ) in $J_{T}$, it is now

$$
\begin{align*}
& E G_{L-G_{1}}\left(\xi-{\underset{\sim}{x}}_{\prime}^{\prime} P_{X_{2}} x_{2}\right)+E\left[g_{L-G_{1}}\left(\xi-{\underset{\sim}{2}}_{\prime} P_{X_{2}} x_{2}\right)\left(C^{\prime} / \mu+D^{\prime} / \mu\right)\right] \\
& \quad+E\left[g_{L-G_{1}}^{\prime}\left(\xi-{\underset{\sim}{2}}_{\prime}^{\prime} P_{X_{2}} x_{2}\right)\left(C^{\prime} / \mu\right)^{2}\right]+R^{\prime \prime} \tag{C-4}
\end{align*}
$$

where $g_{m}()$ is the $\chi^{2}$ density function with $m$ degrees of freedom and $g_{m}^{\prime}$ is its derivative. The new remainder term $R^{\prime \prime}$ is of order $T^{-3 / 2}$. The expectation of ( $C-3$ ) and ( $C-4$ ) are over the whole space, and the difference between the integral over $J_{T}$ and over the whole space is $o\left(T^{-2}\right)$ because $G_{m}()$ is bounded. The final result follows after some tedious computations of the first three terms in (C-4).
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